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Large-sample tests on a proportion
Consider a production process that manufactures items that are classified as either
acceptable or defective. Modelling the occurrence of defectives with the binomial
distribution is usually reasonable when the binomial parameter p represents the
proportion of defective items produced.

I The parameter of interest is p, the proportion
I Hypotheses: H0 : p = p0 and H1 : p 6= p0
I The test statistic is

Z = X − np0√
np0(1− p0)

where Z ∼ N(0, 1)
I Use the value of test statistic to reject H0 if∣∣∣∣∣ X − np0√

np0(1− p0)

∣∣∣∣∣ > zα/2



Large-sample tests on a proportion. Example
A semiconductor manufacturer produces controllers used in automobile engine
applications. The customer requires that the process fallout or fraction defective at a
critical manufacturing step not exceed 0.05 and that the manufacturer demonstrate
process capability at this level of quality using α = 0.05. The semiconductor
manufacturer takes a random sample of 200 devices and finds that 4 of them are
defective. Can the manufacturer demonstrate process capability for the customer?

I The parameter of interest is p, the proportion of defective items
I Hypotheses: H0 : p = 0.05 and H1 : p < 0.05
I The test statistic is

z = x − np0√
np0(1− p0)

= 4− 200(0.05)√
200(0.05)(1− 0.05)

= −1.95

I Use the value of test statistic to reject H0 if

| − 1.95| > zα = z0.05 = 1.645

We reject H0 and conclude that the process fraction defective p is less than 0.05, the
process is capable.



General setting
Let X ∼ Geometric(θ). We observe X and need to decide between

H0 : θ = θ0 = 0.5 H1 : θ = θ1 = 0.1
Design a level 0.05 test (α = 0.05).

Again, instead of saying ’we are accepting H0’, it is better to say ’we failed to reject
H0’ because H0 might not be true.



General setting

Let X ∼ Geometric(θ). We observe X and need to decide between

H0 : θ = θ0 = 0.5 H1 : θ = θ1 = 0.1

Find the probability of type II error β.



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Equal

I Consider tests of hypotheses on the difference in means µ1 − µ2 of two normal
distributions with sample sizes n1 and n2 where the variances σ2

1 and σ2
2 are

unknown
I Two possible cases when σ2

1 = σ2
2 = σ2 and σ2

1 6= σ2
2

I The normality assumption is required to develop the test procedure, but moderate
departures from normality do not adversely affect the procedure.



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Equal

Case: σ2
1 = σ2

2 = σ2

H0 : µ1 − µ2 = ∆0 H1 : µ1 − µ2 6= ∆0

Given that the pooled estimator of σ2, denoted by S2
p is

S2
p = (n1 − 1)S2

1 + (n2 − 1)S2
2

n1 + n2 − 2

Define T that has a t distribution with n1 + n2 − 2 degrees of freedom as

T = X̄1 − X̄2 − (µ1 − µ2)
Sp
√

1
n1

+ 1
n2



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Equal

Case: σ2
1 = σ2

2 = σ2

H0 : µ1 − µ2 = ∆0 H1 : µ1 − µ2 6= ∆0



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Equal

Two catalysts are being analyzed to determine how they affect the mean yield of a
chemical process. Specifically, catalyst 1 is currently used; but catalyst 2 is acceptable.
Because catalyst 2 is cheaper, it should be adopted, if it does not change the process
yield. A test is run in the pilot plant and results in the data shown below. Assume that
we have two normal distributions. Is there any difference in the mean yields? Use
α = 0.05, and assume equal variances.



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Equal

Two catalysts are being analyzed to determine how they affect the mean yield of a
chemical process. Is there any difference in the mean yields? Use α = 0.05, and
assume equal variances.



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Not Equal

Case: σ2
1 6= σ2

2
H0 : µ1 − µ2 = ∆0 H1 : µ1 − µ2 6= ∆0

The statistic T ∗
0 is distributed approximately as t with degrees of freedom v

T = X̄1 − X̄2 −∆0√
S2

1
n1

+ S2
2

n2

v =

(
s2
1

n1
+ s2

2
n2

)2

(s2
1/n1)2

n1−1 + (s2
2/n2)2

n2−1

If v is not an integer, round down to the nearest integer.



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Not Equal

Arsenic concentration in public drinking water supplies is a potential health risk. An
article in the Arizona Republic reported drinking water arsenic concentrations in parts
per billion (ppb) for 10 metropolitan Phoenix communities and 10 communities in rural
Arizona. The data (follow normal distribution) follow:



Tests on the Difference in Means of Two Normal Distributions, Variances Unknown and
Not Equal


